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1a)
We assume that equal amounts of data are read and written to memory.
Serial phase is always 0,5s.
Parallel phase consists of 16 Gflop.
Arithmetic Intensity is 0.4 Flop/Byte.
16 Gflop / 0.4 Flop/Byte = 40 GB of data to be transferred (one way), or 80GB two ways. 
[bookmark: _GoBack]Memory bandwidth for CMP is 16 GB/s.
Results must be written back to memory, halving bandwidth to 8 GB/s.
Peak performance of each core is 0.5 GFlop/s.

For 4 cores, the peak throughput is 4x0.5 GFlop/s = 2 GFlop/s. 
8 GB/s bandwidth constitutes 8GB/s x 0.4 Flop/Byte = 3.2 GFlop/s. 
Therefore, it is compute-bound in this case.

For 8 cores, peak throughput is 8x0.5 GFlop/s = 4 GFlop/s.
The system is now memory-bound. 

For 16 cores, the peak throughput double but the system is still memory-bound, and no further performance can be achieved.

	Cores
	Peak throughput
	Texe
	Notes

	4
	2 GFlops/s
	0.5s + 16 Gflop / 2 GFlop/s = 8,5s
	Compute-bound

	8
	4 GFlops/s
	0.5s + 16 Gflop / 3.2 GFlop/s = 5,5s
	Memory-bound

	16
	8 GFlops/s
	5,5s
	Memory-bound






1b)
Serial phase is still fixed at 0,5s.
Memory must first be transferred to device memory ie. 16/0.4 = 40GB/16GB/s = 2,5s, and back again for a total of 5s.
Data must be written to and from device memory as well, halving available bandwidth 128/2 = 64GB/s.
64GB/s of bandwidth constitutes 64GB/s x 0.4 Flop/Byte = 25,6 GFlop/s.
Thus, all the possible variations are memory-bound

	GPU SMs
	Peak throughput
	Texe
	Notes

	32
	32 GFlops/s
	0,5s + 5s + 16GFlop / 25,6GFlop/s = 6,125s
	 Memory-bound

	64
	64 GFlops/s
	 6,125s
	 Memory-bound

	128
	128 GFlops/s
	 6,125s
	 Memory-bound



Ultimately, the configuration using only a CMP with 8 cores should be chosen for this particular application.

1c)
If the CMP memory bandwidth is 32 GB/s, the peak transfer rate will be 16 GB/s x 0.4 Flop/Byte = 6.4GFlop/s. The system with 8 cores is now no longer memory-bound, but compute-bound, with an execution time of 0.5s + 16 GFlop / 4 GFlops/s = 4,5s.
The system with 8 cores will still be memory-bound to this higher bandwidth ie. 0.5s + 16 GFlop / 6,4 GFlops/s = 3s.
	Cores
	Peak throughput
	Texe
	Notes

	4
	2 GFlops/s
	0.5s + 16 Gflop / 2 GFlop/s = 8,5s
	Compute-bound

	8
	4 GFlops/s
	0.5s + 16 Gflop / 4 GFlop/s = 4.5s
	Compute-bound

	16
	8 GFlops/s
	0.5s + 16 Gflop / 6,4 GFlop/s = 3s
	Memory-bound



If the GPU memory bandwidth is increased to 256 GFlop/s, some of the cases will become compute-bound instead of memory-bound.
The effective bandwidth will be 128 GB/s


2a)
Assume cache lines in I state initially.
	Core
	State z4 – C0
	State z5 – C0
	State z4 – C1
	State z5 – C1

	C0(1)
	I -> E (BusRd)
	I
	I
	I

	C0(2)
	
	I->E (BusRd)
	
	

	C1(1)
	E->S (--)
	
	I->S (BusRd)
	

	C1(2)
	
	E->S (--)
	
	I->S (BusRd)

	C0(3)
	
	S->M (BusUpgr)
	
	S->I (--)

	C1(3)
	
	M->I (Flush)
	
	I->M (BusRdX)

	C1(4)
	S->I (--)
	
	S->M (BusUpgr)
	

	C0(4)
	I->M (BusRdX)
	
	M->I (Flush)
	

	C0(5)
	
	I->S (BusRd)
	
	M->S(Flush)

	C1(5)
	
	
	
	S->S (--)



2b)
This code seems to move data between different cache lines. In that case, MOESI is preferred as it has the capability to perform cache-to-cache transfers (owner to requester). In other words, it allows sharing of dirty data without memory write-back.
2c)

