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Course staff

● Examiner: Miquel Pericàs, 
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● Teaching Assistant: 
− Jing Chen <chjing@chalmers.se>
− Mustafa Abduljabbar <musabdu@chalmers.se>

● Guest Lecturers: 
− Yiannis Sourdis, On-chip Networks
− Bhavysha Goel, Mahmoud Eljammaly, European 

Processor Initiative
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Today's plan

● Introduction to EDA284 (part 1)
● Basic concepts in Parallel Computer 

Architecture (part 2)



Concurrency vs Parallelism

https://medium.com/@deepshig/concurrency-vs-parallelism-4a99abe9efb8



Concurrency vs Parallelism
● Definition from Oracle Multithreaded Programming Guide:

− Concurrency: “A condition that exists when at least two threads 
are making progress. A more generalized form of parallelism that 
can include time-slicing as a form of virtual parallelism.”

− Parallelism: “A condition that arises when at least two threads are 
executing simultaneously.”

● In other words: 

− Concurrency exists when the execution periods of two or more 
tasks are overlapping. There may, however, never be more than 
one task executing in the same instant. E.g.: multitasking on a 
single-core machine.

− Parallelism is when at least two tasks execute simultaneously.



Heterogeneous Computing 
● What is heterogeneous computing? 
● Examples of heterogeneous computers? 



Why parallelism? Why 
heterogeneity? 

● To reach a certain level of performance given a 
set of constraints, such as:
− chip area
− power/energy
− budget
− time to market
− complexity
− reliability
− others?



Range of parallel/heterogeneous 
computers: from embedded to HPC

Supercomputers Data Centers Multiprocessor Blades

Manycore Multicore Heterogeneous CMPGPUs

and more...



Supercomputers: an example

Top500 list published 
every 6 months since 
1986

World’s largest 
supercomputers are 
ranked according to 
one particular 
benchmark: Linpack

The table on the right 
is the November 2019 
edition



Performance evolution of Top500 
supercomputers

From wikipedia, based on top500.org data
GFLOPS
=10^9 floating point operations per second

GFLOPS

a high end
GPU (V100)

ASCI RED (1997)
First teraflop computer.
Area 150 m2



Performance is saturating. Why?





2019 data



Fujitsu A64FX prototype

https://www.nextplatform.com/2019/11/22/arm-supercomputer-captures-the-energy-efficiency-crown/

https://www.nextplatform.com/2019/11/22/arm-supercomputer-captures-the-energy-efficiency-crown/




Race to Exascale



We will have an invited lecture 
on the EPI project



High Performance Computing 
needs Parallel Programming!

● Parallel computer programs are more difficult to write than 
sequential programs: 
1. need to manage larger amount of state, often asynchronous → makes debugging 

difficult
2.  parallelism introduces new types of bugs, for example, race conditions 

(unordered accesses to shared variables)
3.  need to worry about communication and synchronization: 

1. where is the data? 
2. who/when to provide it?

4. Maintaining parallel code requires higher effort

●  Covered in DAT400...



Goals of this course

● Understand the trade-offs across the HW/SW 
interface to meet functional, performance and cost 
requirements of parallel computers (lectures)

● Learn how to model parallel computers and use 
simulators to co-design hardware and software 
(labs)

● Comprehend modern literature and design HW 
solutions for computationally intensive 
applications (project)



Preliminary schedule
● up-to-date in Canvas

● 14 lectures + 4 exercise + 2 guest 
lectures
− Part 1: Metrics

− Part 2: SIMD + OoO

− Part 3: SMPs + Multicore

− Part 4: Message Passing

− Part 5: GPUs

− Part 6: Synchronization

● 3 Lab sessions

https://chalmers.instructure.com/courses/8752/pages/schedule


Course structure
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Evaluation
● Three parts

− Project (1,5c Grades: F, 3, 4, 5)
− Written Examination (4,5c Grades: F, 3, 4, 5)
− Lab (1,5c Grades: Pass/Fail)

● Project → Parallel computer Design
− Described Tuesday Next week 

● Written Exam → 21/3 (am), covering the 
course contents and labs. 
− Not covering the projects

● Labs → Pass/Fail (need to pass all lab 
sessions) 



Course Materials

● Course Book
− Parallel Computer Organization and Design,
− Michel Dubois, Murali Annavaram, Per Stenström

● Course Slides
− Evolution of book slides + new materials. Will be 

published in Canvas ahead of lecture 
● Practice Sessions

− Exercises from book and previous exams
− Solutions will be posted on Canvas after class



Course representatives

● School Selection

○ MPCSN Maria Aguilar Romero  <mafernandaguilar@outlook.com>  

○ MPHPC Alice Gunnarsson <galice@student.chalmers.se>      

○ MPHPC William Hjelm  <hjelmw@student.chalmers.se>      

○ MPHPC Marcus Karegren  <karegren@student.chalmers.se>   

○ MPHPC Fredrik Lindberg <fredlin@student.chalmers.se>   



Ready?


